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PolyFold: A Generalizable Framework for Language-Conditioned

Bimanual Cloth Folding
Haozhe Du, Kechun Xu, Rong Xiong, Yue Wang

(c) "Fold the t-shirt into a neat rectangle."

(d) "Fold the pant into a rectangular block in two steps."

(b) "Fold the bottom edge of the rectangle cloth upward to the horizontal middle line, and then repeat the same for the top edge."

(a) "Fold all corners of the square cloth into the center."

Fig. 1: Our proposed PolyFold framework facilitates autonomous cloth folding based on user language instructions, whether explicit or
ambiguous. PolyFold demonstrates zero-shot generalization across various types and shapes of cloth, as well as different cloth folding
tasks. Videos are available at our project webpage: https://sites.google.com/view/polyfold.

Abstract—Cloth folding stands as an intricate subject in
robot manipulation, requiring robots to fold diverse fabrics into
different configurations according to human intentions. Most
previous approaches address this problem in a vision/language-
goal-conditioned way. Relying on substantial expert demonstra-
tions for training and precise subgoals for inferring, they lack
inherent multi-step reasoning ability and struggle to generalize
to novel cloth appearances and tasks. To tackle these problems,
our key insight is incorporating the common sense reasoning
ability of Large Language Models (LLMs) into cloth manip-
ulation while addressing the limitations of LLMs in manipu-
lating deformable objects, which involves an effective ground-
ing module and rational planning hierarchy. To this end, we
present PolyFold, a novel language-conditioned bimanual cloth
folding framework that leverages the parameterized polygon
model as an effective abstraction and grounding module for
cloth representation. Moreover, PolyFold enables LLMs to infer
an intermediate-level action—specifically, the symmetrical fold
line, while delegating the pick-and-place calculations to a fold-
line-guided downstream policy, which is learned through self-
supervision using random data. Experiments on 70 cloth folding
tasks and 4 cloth types show that PolyFold excels in zero-
shot generalization and inherent multi-step reasoning capability,
while also operating in a sample-efficient expert-demonstration-
free manner, surpassing previous SOTA vision-conditioned and
language-conditioned methods. Our method can also be directly
deployed in real-world scenarios.

Note to Practitioners—This paper is motivated by the need
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for a deformable object manipulation algorithm, particularly
for cloth, with robust reasoning and generalization capabilities
to handle diverse unseen objects and tasks. Such an algorithm
holds significant promise for service robots in assisting with daily
household organization. Existing robot cloth folding methods
often rely on imitating expert demonstrations and predefined
subgoals, limiting their adaptability to new tasks, new fabrics,
or scenarios where only a final goal is provided. To address
these limitations, we propose PolyFold, a novel framework
that integrates Large Language Models (LLMs) into the cloth-
folding process while overcoming their challenges in handling
deformable objects in two aspects. Firstly PolyFold introduces
a parameterized polygon model to abstract and represent cloth
geometry and then it enables LLMs to identify intermediate-
level actions—specifically symmetrical fold lines—while leaving
detailed pick-and-place execution to a downstream policy trained
via self-supervised learning. Experiments in simulation and
the real world demonstrate PolyFold’s strong generalization to
unseen tasks and fabrics, its capacity for multi-step reasoning,
and its independence from expert demonstrations.

Index Terms—Deformable object manipulation, Large Lan-
guage Models, parameterized polygon model, self-supervised
learning

I. INTRODUCTION

CLOTH folding, as a representative task in deformable
object manipulation, presents a formidable challenge in

robotics. It focuses on the automation of the folding pro-
cess for various types of fabrics, tailored to meet specific
configurations [1]–[3]. Classical paradigms of previous works

https://sites.google.com/view/polyfold
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Fig. 2: Comparison of (a) current vision-conditioned/language-
conditioned methods in cloth folding with (b) our proposed language-
conditioned method PolyFold.

can be seen in Fig 2. One line of works named vision-
conditioned methods [4]–[7] typically utilizes a sequence of
precise subgoal images and compares current state with the
corresponding subgoal to plan current cloth folding action.
Another line of works [8], [9] leverage language instructions
for deformable object manipulation, which offer a new per-
spective to distill task-related information while filtering out
extraneous details in visual inputs. One representative work
proposed by Deng et al. [9] introduces a Transformer-based
architecture that processes language instructions, depth image,
and a predicted cloth mesh in a unified way to generate pick-
and-place actions. However, it is necessary for both categories
of works to provide all subgoals in terms of vision or language
to support the cloth folding task which involves multiple
steps of pick-and-place actions. This is hard to achieve in
an open environment. Meanwhile, they usually require a
large amount of expert demonstration for imitation learning,
demanding significant time and effort for data collection. The
generalization capabilities of these methods are quite limited,
making it challenging for them to adapt to previously unseen
cloth shapes and unseen cloth folding tasks.

Recent development of Large Language Models (LLMs)
and Vision Language Models (VLMs) [10] endows robot
agents with exceptional common sense reasoning capability
and generalization ability to perform long-horizon robot ma-
nipulation tasks [11]–[14], in a zero-shot or few-shot way
and without huge reliance on expert data. However, they
usually focus on rigid object tabletop manipulation, leaving de-
formable object manipulation relatively unexplored. Recently
there are a few works leveraging LLMs/VLMs for subgoal-
guided [15] or keypoint-based [16], [17] cloth folding, as
well as cloth unfolding [15], [18] and learning reward models
for cloth manipulation [19]. But no method has yet achieved
expert-demonstration-free, zero-shot generalizable cloth ma-
nipulation based solely on the final language goal, which is
the focus of our work.

Here we focus on incorporating LLMs into cloth manip-
ulation tasks to enhance the method’s reasoning and gener-
alization capabilities while reducing dependence on carefully
collected data. However, the challenges exist in both the input

and output of the LLMs: (1) Perceptual grounding modules
of object understanding for Large Language Models (LLMs),
such as open-vocabulary detectors [20], [21] and segmentation
tools [22], may fail for deformable cloth objects. (2) LLMs
struggle to fully comprehend the deformable properties of
cloth and the coordination relationship required for dual-
arm manipulation, which hinders their ability to determine
appropriate bimanual pick-and-place (PnP) actions directly.

This paper introduces PolyFold, a language-conditioned
bimanual cloth folding framework, which performs exception-
ally well in zero-shot generalization and inherent multi-step
reasoning, without relying on expert demonstrations. To tackle
the input challenge mentioned above, we propose to leverage
geometric grounding by using parameterized polygonal mod-
els [23], [24] to represent cloth objects and inform LLMs’ ac-
tion generation. Polygon models serve as a simple yet effective
structured abstraction for cloth that can extract the semantic
meaningful keypoints and their connection relationships easily
and accurately, meanwhile maintaining the internal structure of
cloth and being updated continuously during the whole folding
process. For the output challenge, we design a detailed plan-
ning hierarchy, utilizing LLMs to decompose user instruction
into subtasks and deduce an intermediate action representation,
specifically, the symmetrical fold line. Using the fold line as a
strong prior and guidance, we can train a robust downstream
bimanual action policy solely through random pick-and-place
interaction in simulation, with a self-supervision signal derived
from an ideal folded polygon model. Specifically, the policy
comprises two parts: trainable spatial action map for folding
result prediction and an optimization module for calculating
grasp points with the highest affordance. These two modules
work together, using the fold line and current RGB image as
inputs and generating reliable dual-arm pick-and-place points
to achieve folding result close to the ideal expected outcome.

In conclusion, the key contributions of our paper are:
(1) We introduce a parameterized polygon model based

grounding framework, enabling LLMs to comprehend and
reason about cloth states. Additionally, we propose to leverage
LLMs to deduce intermediate action representation, specifi-
cally the symmetrical fold line, thereby enhancing their rea-
soning performance in cloth folding tasks.

(2) We propose a symmetrical fold line guided bimanual
pick-and-place policy (FG-PnP policy) that combines spatial
action map with affordance score optimization. For efficient
policy training, we utilize a self-supervised learning approach
with only randomly collected data.

(3) Extensive experiments in simulation and real-world
scenes demonstrate that our proposed method PolyFold can
zero-shot generalize to different cloth shapes and 70 unseen
manipulation tasks, surpassing previous SOTA cloth folding
algorithms by a significant margin.

II. RELATED WORKS

A. Cloth Manipulation
Early works on cloth manipulation [23]–[25] focus on ana-

lytical approaches utilizing geometric methods and executing
scripted cloth folding sequences. While geometric represen-
tations like parameterized polygon model initially proposed



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 3

by [23] provide effective task-level abstraction of cloth, they
lack autonomous reasoning ability and rely heavily on human-
annotated scripted actions. Recent learning-based methods
accomplish cloth manipulation by learning the policy from
visual observations [4]–[6], [26], [27]. Policy-based methods
usually leverage accurate visual subgoals [4], [5] and learn
to imitate expert demonstrations [6], [26], [27]. However,
this subgoal-conditioned pattern reveals that these methods
lack multi-step reasoning abilities and can only infer single-
step actions based on the nearest subgoal. Moreover, expert
data collection is time-consuming and labor-intensive; the
generalization ability to novel tasks, unseen cloth shapes, and
real-world scenarios remains considerably limited.

Spatial action maps [28] are also widely employed in cloth
manipulation [29]–[31], which efficiently recover per-pixel
action values for robotic manipulation, often trained via
self-supervision in simulation environments. Flingbot [29]
employs a single spatial action map to learn bimanual fling
actions for cloth unfolding, predicting the center position of
dual-arm grasp points and using predefined rules to compute
the complete fling action. It directly utilizes cloth coverage
as a self-supervision signal for training the action map
prediction network. However, in intricate and fine-grained
bimanual cloth folding tasks, we need to consider more
action variables while ensuring that dual arms’ actions can
meet the requirements of affordance and cooperate well.
Moreover, identifying suitable self-supervision signals for
folding tasks remains a challenge. To address these issues, we
propose a method that combines spatial action map learning
with affordance score optimization to obtain bimanual cloth
folding actions. We utilize the ideal folded polygon model
contour as a guiding signal for efficient self-supervision.

B. Language-conditioned Robot Manipulation

Language instructions offer a flexible and accessible means
of providing task-related information, which has led recent
research efforts [8], [32], [33] to concentrate on ground-
ing language in robot manipulation tasks. In the domain of
deformable object manipulation, Deng et al. [9] propose a
language-conditioned approach that integrates language in-
structions, images, and graphs, learning from expert demon-
strations to accomplish cloth folding.

The advent of Large Language Models (LLMs) and Vision
Language Models (VLMs) [10] has highlighted their robust
common sense reasoning ability. Recent works [11], [13],
[14], [34], [35] leverage LLMs for planning feasible actions
in various rigid object manipulation tasks. For deformable
object manipulation, GPT-Fabric [15] utilizes VLMs to per-
form single-arm cloth folding tasks, but with reliance on
visual subgoals. RL-VLM-F [19] employs Vision Founda-
tion Model to provide efficient feedback for reinforcement
learning in cloth folding. A concurrent work similar to ours
is CLASP [16], which also focuses on developing suitable
representations for cloth manipulation and uses LLMs for
task planning. CLASP trains a masked autoencoder (MAE)
to learn a keypoint-based representation for cloth and utilizes
LLMs for high-level cloth folding action planning. In con-
trast, our PolyFold employs a parameterized polygon model
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Fig. 3: Parameterized polygon model. (a) Initial parameterized poly-
gon models of square/rectangle, t-shirt, and pant [23]. (b) Folded
polygon model. (c) Fitted polygon model during the cloth folding
process based on RGB image observation.

that maintains graph structure with multi-layered nodes and
edges, offering richer geometric and semantic information
than pure keypoints without requiring additional training. This
grounding module enables a deeper understanding of de-
formable fabric. Furthermore, unlike CLASP’s heuristic-based
low-level pick-and-place planning, our method introduces a
more flexible hierarchical planning framework. In our planning
framework, LLMs are responsible only for inferring subgoals
and intermediate action representation—fold lines, while self-
supervised learning based downstream policy completes the
computation of the pick-and-place actions, which is more
generalizable and efficient.

III. PRELIMINARY: PARAMETERIZED POLYGON MODEL

The parameterized polygon model proposed by Miller et
al. [23] is an effective graph-based method for representing
cloth. It defines the polygon shape through a set of parameters
and optimizes the shape to make it best aligned with visual
observation, which also allows continuous updates to the
structure during task execution. It comprises two parts: skeletal
parameters X and polygon generator P . Skeletal parameters
are the minimal set of parameters necessary for polygon repre-
sentation, which are composed of K two-dimensional skeletal
or interior points XP ∈ R2×K and M one-dimensional scalar
parameters XS ∈ RM . Therefore X =

[
vec(XP ),XS

]T
and

the dimension is 2K+M . The polygon generator P takes the
skeletal parameters as input and produces the polygon model
(vertices, edges), denoted as P(X ) = {V, E}, where V is the
set of polygon vertices and adjacent vertices are connected to
form the edges E of the polygon model.

1) Initial parameterized polygon model: Fig 3(a) shows
initial parameterized polygon models of square/rectangle cloth,
t-shirt, and pant, which represent flattened cloth without folds.
A set of skeletal parameters X0 of the initial polygon model
is drawn in red color. The polygon generator P0(X0) provides
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the vertices V0 drawn in blue color and edges E0 drawn in
gray color.

2) Folded polygon model: In the polygon model, every
folding action is represented by a directional symmetrical fold
line vector Ft =

−−−→
ft1ft2 for folding step t, where ft1 is the start

point of the fold line vector and ft2 is the end point. As shown
in Fig 3(b), the polygon generator Pt operates as follows: the
section of the polygon situated on the left side of the fold line
is lifted vertically, and placed in the mirrored position of its
original position with the fold line as the axis of symmetry.
For folded model, the parameters of fold line Ft are added
to the skeletal parameters: Xt+1 = [Xt, vec([ft1, ft2])]

T . The
polygon generator also contains layer information of different
segments, with the layer numbers increasing for upper seg-
ments [23]. For instance, in the second row of Fig 3(b), the
layer number of the folded right sleeve is greater than the rest
of the garment because it lies on top after folding.

3) Polygon model fitting: From polygon generator
Pt(Xt) = {Vt, Et} we can extract the contour Ct of the
polygon, as a function of Xt. For folding step t, we optimize
skeletal parameters Xt to make the polygon model contour
Ct(Xt) best aligned with the actual contour of the cloth
C̃t extracted from current RGB image. This alignment is
achieved through energy optimization, as described by [23].
The energy function is defined as the Chamfer Distance
between sampled points of Ct and C̃t.

E(Xt) =
1

2
D(Λ(Ct(Xt)),Λ(C̃t)) +

1

2
D(Λ(C̃t),Λ(Ct(Xt)))

=
1

2
D(Cs

t , C̃s
t ) +

1

2
D(C̃s

t , Cs
t )

D(X,Y ) =
1

|X|
∑
x∈X

min
y∈Y

∥x− y∥

where Λ represents the sampling process that selects a fixed
number of points Cs

t and C̃s
t uniformly along the polygon

model contour Ct or the actual cloth contour C̃t respectively.
During the energy optimization, soft constraints are intro-

duced to define a permissible parameter range that maintains
specific cloth shapes. The structural penalty function Γ(Xt)
imposes penalties on parameters that violate these soft con-
straints and otherwise yields zero. For more details of these,
refer to [23] and our Appendix.

Hence, the final energy function to be minimized is ex-
pressed as:

min
Xt

Efinal(Xt) =
E(Xt)

Emax
+ Γ(Xt)

where Emax serves as a normalization constant. Using black-
box optimization to optimize minXt

Efinal(Xt), the optimal set
of skeletal parameters Xt is obtained, and the polygon model
can be generated using Pt(Xt). Fig 3(c) shows different fitted
polygon models during the cloth folding procedure.

IV. METHODOLOGY

A. System Overview

We consider that the cloth is initially laid flattened on a
horizontal surface. Given a user language instruction L, our

method PolyFold learns to generate a sequence of bimanual
pick-and-place actions {at = (apick1t , aplace1t , apick2t , aplace2t )}
(t = 0, 1, ..., T ), where each t represents a complete folding
step, in order to fulfill the requirements of the language
instruction L. To elaborate further, as depicted in Fig 4,
PolyFold can be broken down into three main components:
First, the language instruction L is fed into the subgoal
decomposition LLM module, which decomposes it into a
set of divided language subgoals {Lt}. Subsequently, the
process iterates from t = 0 to t = T . At each folding step
t, PolyFold conducts parameterized polygon model fitting
to optimize parameters Xt for aligning the polygon model
contour Ct(Xt) with actual cloth contour C̃t and obtain
current polygon model Pt(Xt). Then symmetrical fold line
generation LLM takes the current polygon representation
Pt and the language subgoal Lt as input and outputs the
required symmetrical fold line Ft to achieve this subgoal.
Given the fold line, PolyFold generates bimanual pick-and-
place actions at through a learned spatial action map and
conditional pick point affordance score optimization. After
execution, the parameters of fold line Ft are integrated into
the parameterized polygon model parameters Xt+1. This
process iterates until the final folding step T is reached.

B. Subgoal Decomposition LLM

PolyFold utilizes dual-layered Large Language Models
to facilitate the analysis of cloth folding tasks from high-
level task comprehension to low-level action planning.
The upper layer, denoted as the subgoal decomposition
LLM (LLMsd), processes the user language instruction L
and also the initial polygon model template P0 as input,
yielding a sequence of decomposed language subgoals
{Lt}, each of which is intended to be executed in one
step of bimanual pick-and-place action. The subgoal
decomposition LLM (LLMsd) is designed to produce
language subgoals in a structured format, as follows:
fold <which part of the cloth > <direction, optional> to
<which part of the cloth><symmetrical axis, optional>.
Therefore it is denoted as:

{Lt} = LLMsd(L,P0) (t = 0, 1, 2, ..., T )

C. Symmetrical Fold Line Generation LLM

1) Parameterized polygon model fitting and grounding: For
each step t, PolyFold starts with utilizing black box optimiza-
tion to derive an optimal set of skeletal parameters Xt that
aligns current polygon model contour Ct(Xt) with current ob-
served cloth contour C̃t. The obtained polygon model Pt(Xt)
is utilized as an effective representation for current cloth state.
To help LLM better understand the polygon model structure, it
is then transformed into a structured text-based representation,
specifically in the form of a Python dictionary, as shown in
Fig 4. This dictionary comprises two distinct entries for vertex
and edge. The vertex dictionary uses the vertex name as keys,
with corresponding values being instances of the Point class
that include coordinates, a detailed description of the vertex,
and the layer information. The edge dictionary maintains the
connectivity relationships for each layer of the polygon model.
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Fig. 4: PolyFold architecture overview. (1) Given the user’s final goal instruction L, we first decompose it into subgoals using Large Language
Model LLMsd. (2) For each subgoal step from t = 0 to t = T , current RGB observation is used to perform parameterized polygon model
fitting. The resulting polygon model Pt and current subgoal Lt are fed into the symmetrical fold line generation LLM LLMfg. (3) Using
the inferred symmetrical fold line Ft as guidance, we learn a policy (FG-PnP policy) to generate a bimanual pick-and-place action. After
robot execution, the current observation is updated, and the algorithm proceeds to the next subgoal.

The polygonal model representation aids the Large Language
Model (LLM) in comprehending the current cloth structure,
thereby facilitating the LLM’s ability to reason about actions
that can fulfill the language subgoal at the present time step.

2) Symmetrical fold line as an intuitive and efficient in-
termediate action representation: Given the challenges in
LLM’s abilities in comprehending the deformable nature and
complex shapes of various fabrics, as well as the complexi-
ties of dual-arm coordination, allowing the LLM to directly
deduce bimanual pick-and-place actions may result in un-
desirable cloth folding actions, as demonstrated in ablation
experiments in Table V. As illustrated in Section III, the
fold line is employed in parameterized polygon model to
represent folding action via a symmetry relationship, where
one segment of the polygon split by the fold line is folded
on another. This symmetry-based representation is easier for
LLMs to reason about than precise bimanual pick-and-place
actions. Moreover, in the planning of bimanual pick-and-
place action at, once the fold line is determined, the num-
ber of variables that need to be calculated can be reduced
from 8 ((x, y) pixels of apick1t , aplace1t , apick2t , aplace2t ) to 4
((x, y) pixels of apick1t , apick2t ) as the place points are sym-
metrical to the pick points relative to the fold line. The fold
line also constrains the search space for pick points to the
segment of the image located on one side of the fold line due
to its definition, further enhancing action planning efficiency.
Therefore we adopt the symmetrical fold line as an efficient
intermediate action representation for LLMs to reason about.

3) Symmetrical fold line generation LLM: Given current
subgoal language instruction Lt and current polygon model
Pt(Xt), the fold line vector Ft is generated using the sym-
metrical fold line generation LLM (LLMfg). This process
employs chain-of-thought [36] reasoning with a few user-
provided examples, instructing the LLM to determine, based
on the characteristics and complexity of the current task and

current polygon model, whether to directly infer the fold line
from the geometric shape or to first reason about a suitable
unimanual pick-and-place action and subsequently inferring
the fold line as the perpendicular bisector of the line segment
connecting the pick and place pixels. This process can be
represented as follows:

Ft = LLMfg(Lt,Pt(Xt))

D. Fold Line Guided Bimanual Pick-and-Place Policy (FG-
PnP Policy)

Given the symmetrical fold line Ft generated by LLMfg,
we propose a fold line guided bimanual pick-and-place policy
(FG-PnP policy). Due to the complex dynamics of deformable
objects, we follow previous method [28] to learn a spatial
action map for action value prediction. Specifically here we
leverage the spatial action map for folding result prediction to
determine suitable pick-and-place points. However, bimanual
cloth folding poses additional complexities. Naively learning
the actions of two grippers using two individual spatial action
maps would lead to poor learning outcomes because it ig-
nores garment manipulation affordance and the collaborative
relationship between the two arms. Another approach is to
acquire dual-arm actions in a carefully designed cascaded way.
Previously Flingbot [29] first learns a spatial action map for
the center position of dual-arm grasp positions and then uses
predefined rules to calculate the entire fling action. Inspired
by this, we adopt a more advanced method: a spatial action
map predicts the folding result and a pick position apick1t is
obtained from it. Subsequently, we use conditional affordance
score optimization to acquire the second gripper’s pick point
apick2t conditioned on apick1t and the fold line Ft. This ensures
the selection of bimanual operational points with the highest
affordance and optimal folding outcomes.
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Fig. 5: Training fold line guided pick-and-place policy (FG-PnP
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1) Conditional pick point affordance score optimization:
Here we first introduce how to determine the pick position
of the second gripper apick2t , conditioned on the given fold
line Ft =

−−−→
ft1ft2, the first gripper’s pick position apick1t , and

current contour of the cloth C̃t. In light of the affordance
in deformable cloth manipulation, it is crucial to prioritize
the stability of bimanual folding actions to minimize internal
deformation in the folded cloth. We utilize two simple yet
effective key metrics to assess this: the quadrilateral area S and
the perpendicular distance ℓ from the grasp point to the fold
line. The quadrilateral area S(ft1, ft2, apick1t , apick2t ) denotes
the area of the quadrilateral formed by the starting point ft1
and ending point ft2 of the fold line, and also two pick
points apick1t , apick2t . The perpendicular distance ℓ(apick2t ,Ft)
represents the distance between the second pick point and
its projection onto the fold line. Maximizing the area and
perpendicular distance can optimize the operational space of
dual-arm manipulation, minimizing deformation of the fabric
during manipulation and achieving the folding outcome that
aligns with what the fold line desires. The conditional pick
point affordance score optimization process can be detailed as
follows and also shown in Fig 6:

max
apick2
t

S(ft1, ft2, apick1t , apick2t )

Smax
+ γ · ℓ(a

pick2
t ,Ft)√
Smax

s.t. apick2t ∈ C̃t and
−−−−−→
ft1a

pick2
t ×

−−−→
ft1ft2 > 0

where Smax is the area of the bounding box encompassing
the partial cloth mask õt, which is utilized to normalize S
and ℓ within the range of 0 to 1. Due to the definition of the
fold line in Section III, apick2t is only selected on the cloth
contour located on the left side of the symmetrical fold line
Ft. Similar to polygon fitting in Section III, the process is
also achieved through black box optimization.

Fig. 6: Illustration of the objective function for conditional pick
point affordance score optimization, which contains the quadrilat-
eral area S(ft1, ft2, apick1

t , apick2
t ) and the perpendicular distance

ℓ(apick2
t ,Ft).

2) Coupled spatial action map: As shown in Fig 4, given
current top-down RGB observation, we employ a value net-
work to learn a spatial action map. Each pixel in this map
represents the predicted folding outcome of a bimanual action,
derived from the current pixel and conditional pick point
affordance score optimization. Since a single action map
predicts the outcome of a coupled bimanual action, where
one arm’s action depends on the other’s, we term this map
the coupled spatial action map. According to the definition
of the fold line in Section III (2), only the part on the left
side of the fold line is grasped and folded over to the right.
To minimize the influence of irrelevant information, we crop
the segmented mask, retaining only the portion on the left of
the fold line, denoted as õt. Using this partial mask as input
enhances the generalization capacity of our value network.
The value network is a 2D conditional UNet [37]. With the
positional encoding [38] of the start point ft1 and end point
ft2 as condition, the value network takes the partial mask õt
as input and outputs a spatial action map Ht. Then one pick
point apick1t is selected as: apick1t = argmax Ht.

3) Learning coupled spatial action map with random
interaction data and self-supervision: In this learning process,
we aim to completely eliminate expert demonstrations and
human annotations, relying solely on randomly collected
data and self-supervised signals to learn a coupled spatial
action map with strong predictive capabilities. As shown in
Fig 5, training data is collected through random interactions
in simulation. In each collection step, a symmetrical fold
line Fr =

−−−→
fr1fr2 is first arbitrarily chosen along the cloth’s

contour C̃r, and one pick point apick1r is randomly selected
on the left side of Fr on C̃r. Then the second pick point
apick2r is obtained by conditional pick point affordance score
optimization. Following the execution of the pick-and-place
actions, the resulting folded cloth contour is denoted as
C̃fold
r . Here we reuse the polygon model as an approximate

groundtruth to evaluate the folding result by contour similarity
reward R, which compares the resulting folded cloth contour
C̃fold
r with the expected folded polygon model contour Cfold

r :

R = β−α·[ 1
2
D(Λ(C̃fold

r ),Λ(Cfold
r ))+

1

2
D(Λ(Cfold

r ),Λ(C̃fold
r ))]

where α and β are constants for scaling the contour similarity
to a relatively reasonable range. A higher R reflects that the
folding result is better. As shown in Fig 5 we train the value
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TABLE I: Evaluated cloth folding tasks.

Cloth Type Task Type single-step task multi-step task

Square S-Corner-Folding 4 7
S-Triangle-Folding 4 8

Rectangle R-Edge-to-Middle-Folding 4 4
R-Edge-to-Opposite-Folding 4 8

T-shirt
T-Sleeve-Folding 4 8
T-Half-Folding 3 0
T-Block-Folding 0 2

Pant P-Half-Folding 4 2
P-Block-Folding 0 4

Total 27 43

network to predict the contour similarity reward R, utilizing
MSE Loss with ground truth contour similarity reward as
supervision, or more precisely, self-supervision, because the
fitting and folding process of the polygon model do not require
manual labeling and can be fully autonomously completed.

4) Place point calculation and single-arm action switch-
ing: Given apick1t , apick2t , the place points aplace1t , aplace2t

are calculated as the mirrored points with respect to the
fold line Ft. If the two pick points are too close to each
other, the bimanual action is switched to single-arm action:
apickt =

apick1
t +apick2

t

2 , aplacet =
aplace1
t +aplace2

t

2 .
5) Implementation details: The training data contains

10000 random folding actions and it is only collected on 100
t-shirts and results in Section V prove that it can generalize
to different cloth types. The dimension of RGB image is
400×400. Hyperparameters are selected as: α = 1500, β = 1,
γ = 0.04. The threshold for single-arm action switching in
pixel coordinates is 8 pixels. The network is trained on a
2×RTX 2080 Ti machine, which takes 39 hours.

V. EXPERIMENTAL RESULTS

A. Simulation Experiment Setup

All simulation experiments are conducted in the SoftGym
simulator [39], using cloth meshes from CLOTH3D [40],
with unsuitable or unrealistic objects excluded. The evaluation
includes 100 square cloths, 100 rectangular cloths, 100 t-shirts,
and 100 pants. Importantly, the t-shirts used for evaluation
differ from those in Section IV-D for policy training, ensuring
that all evaluation cloths are unseen, presenting significant
challenges for generalization.

1) Evaluated Tasks: We define 9 types of folding tasks for
4 cloth types, named in the format cloth type-folding type, re-
sulting in a total of 70 evaluated tasks, each comprising multi-
ple sub-tasks. For square cloth, tasks include S-Corner-Folding
and S-Triangle-Folding. For rectangle cloth, we define R-
Edge-to-Middle-Folding and R-Edge-to-Opposite-Folding. T-
shirt tasks include T-Sleeve-Folding, T-Half-Folding, and T-
Block-Folding, while pant tasks consist of P-Half-Folding and
P-Block-Folding. Details of the generated tasks are presented
in TABLE I. Tasks are categorized as single- or multi-step
and are evaluated using 5 variations of language instructions
expressing the same meaning differently. Further text and
image descriptions are provided in the Appendix.

2) Baselines: We compare the performance of our proposed
PolyFold to the following baselines:

• Foldsformer [4] is current state-of-the-art vision-
conditioned cloth folding method. It uses a sequence of
visual subgoals to determine pick-and-place actions. For

comparison, we also implement a dual-arm variant of
Foldsformer, referred to as Foldsformer-2Arm.

• Language-Deformable [9] (abbreviated as LangDef ) is
the state-of-the-art language-conditioned cloth manipula-
tion approach. It takes in different user-provided language
instructions for different folding sub-steps and utilizes
multi-modal embeddings for pick-and-place actions gen-
eration. We also implement a dual-arm version LangDef
for comparison, annotated as LangDef-2Arm.

3) Evaluation metrics: Following previous works [4], [9],
we use the Mean Particle Position Error (MPPE) metric
to measure the similarity between the executed fold and
the ground truth from the oracle demonstrator, as cloth is
modeled as particles in the simulation. Additionally, the Mean
Intersection over Union (mIoU) metric is employed to evaluate
the overlap between the folded cloth mask and the ideal mask
from the oracle. Finally, the success rate is calculated based
on certain thresholds of MPPE and mIoU metrics, which are
explained in detail in the Appendix.

B. Simulation Experiment Results

1) Generalization ability: Generalization involves both
object-level and task-level evaluation. For object-level gen-
eralization, we assess the performance of our method and
baselines on clothing shapes unseen during training. For task-
level generalization, we evaluate performance on entirely new
tasks. As PolyFold does not use task-specific data for training,
all tasks are considered unseen. Moreover, all evaluated cloth
objects are also unseen for PolyFold. In contrast, for baselines,
sub-tasks within each task type are evenly divided into seen
and unseen categories, with expert demonstrations of only the
seen tasks used for training. Two experiments are designed
to evaluate generalization ability: unseen cloth + seen task
and unseen cloth + unseen task, with the latter posing greater
difficulty (see TABLE II). PolyFold is evaluated exclusively
in the unseen cloth + unseen task scenario, while baselines
are tested in both. To mitigate the complexity for baselines,
we provide accurate visual or language subgoals based on
their original settings [4], [9]. In contrast, PolyFold relies
solely on the language description of the final goal, making
its evaluation more challenging.

From TABLE II and Fig 8, it is evident that in the unseen
cloth + unseen task evaluation setting, PolyFold significantly
outperforms all baselines across four types of cloth folding
tasks in terms of mean particle position error, mIoU, and suc-
cess rate metrics. In contrast, baselines perform poorly in this
challenging scenario, highlighting their inability to generalize
when faced with clothing shapes and folding tasks not seen
during training. Visualization of representative task evaluations
in Fig. 7 further illustrates that under the unseen cloth +
unseen task setting, PolyFold produces folding results that
align closely with the given language instructions. In contrast,
baselines either replicate folds from their training data or infer
only partial actions, failing to generalize effectively despite
being provided with accurate per-step subgoals. Moreover, as
our method is trained solely on t-shirt data, with no exposure
to square, rectangle, or pant clothes during training, PolyFold
demonstrates exceptional zero-shot generalization capability.
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TABLE II: Simulation evaluation of our proposed PolyFold and baselines. Each method is tested on four types of cloth (square, rectangle,
t-shirt, and pant) and evaluated using three metrics MPPE (mm), mIoU, success rate (%).

Method Square Rectangle T-shirt Pant

MPPE ↓ mIoU ↑ success% ↑ MPPE ↓ mIoU ↑ success% ↑ MPPE ↓ mIoU ↑ success% ↑ MPPE ↓ mIoU ↑ success% ↑
Unseen Cloth + Seen Task †
Foldsformer [4] 12.59 0.915 95.3 72.67 0.555 35.1 29.60 0.839 65.5 59.43 0.693 43.6
Foldsformer-2Arm 10.03 0.923 98.0 15.28 0.911 98.3 26.11 0.835 71.3 51.60 0.812 68.7
LangDef [9] 12.81 0.913 94.9 71.03 0.563 34.7 28.42 0.845 67.8 59.59 0.700 46.3
LangDef-2Arm 18.21 0.886 91.1 19.72 0.869 90.2 52.95 0.717 32.0 75.52 0.730 36.1

Unseen Cloth + Unseen Task
Foldsformer [4] 92.39 0.596 25.3 150.77 0.420 0.0 54.95 0.735 54.2 236.82 0.340 14.6
Foldsformer-2Arm 118.23 0.486 3.7 113.29 0.523 6.7 50.35 0.718 40.0 111.79 0.612 15.6
LangDef [9] 125.34 0.515 13.5 147.15 0.425 0.0 52.59 0.750 58.2 235.02 0.334 17.3
LangDef-2Arm 148.25 0.447 5.5 163.90 0.375 0.8 89.77 0.584 14.7 276.52 0.231 4.0
PolyFold (Ours) 19.58 0.872 94.0 23.30 0.862 90.8 19.74 0.894 88.3 49.66 0.830 79.6

† In this unseen cloth + seen task setting, only four baselines are evaluated to compare their generalization ability to unseen cloth, as well as a cross-comparison with the
performances under the unseen cloth + unseen task setting. Since all evaluated cloth and tasks are unseen for our method PolyFold, our method does not appear in this setting and
only appears in the unseen cloth + unseen task setting.

Language instrctuion of PolyFold:
"Fold both sleeves of the t-shirt inwards, and then fold the bottom edge upwards to meet the 
top."

Language instrctuion of PolyFold:
 "Fold the top-left corner towards the bot-
tom-right corner, and fold the bottom-left 
corner towards the top-right corner."

Language instrctuion of PolyFold:
"Bring the bottom side of the rectangle up to meet the top 
edge, then fold the right side to the left edge."

Language instrctuion of PolyFold:
 "Fold both the top-left and top-right corners 
of the square towards the center."

Language instrctuion of PolyFold:
 "Position the bottom left leg edge of the pants 
to meet the left top waist, folding the left part 
in half. Repeat the same for the right leg."

Language instrctuion of PolyFold:
"Fold the top edge of the rectangle down to the horizontal middle line, then 
fold the bottom edge upward to the same line."

Language instrctuion of PolyFold:
 "Fold the pants in half horizontally from left to right, and 
then fold the top waist of the pants downwards to meet the 
bottom."

Foldsformer-2Arm

Foldsformer

PolyFold (Ours)

LangDef

LangDef-2Arm

Foldsformer-2Arm

Foldsformer

PolyFold (Ours)

LangDef

LangDef-2Arm

Fig. 7: Visualization of task execution in the SoftGym simulation compares our method, PolyFold, with four baseline models under the
unseen cloth + unseen task setting. The orange arrow indicates the pick-and-place action for one robot arm, while the green arrow represents
the symmetrical fold line deduced by PolyFold’s LLM. For brevity, only PolyFold’s language instructions are displayed; all baselines are
provided with precise visual or language subgoals, detailed in the Appendix.

In the simpler unseen cloth + seen task setting, baselines
perform exceptionally well on square folding tasks due to
the standardized nature of square shapes, which only vary in
size. However, their performance declines as the complexity
of the clothing shapes increases in rectangle, t-shirt, and pant
folding tasks. Among the four baselines, Foldsformer-2Arm
achieves the best overall performance. Notably, our proposed
PolyFold in the more challenging unseen cloth + unseen task
setting surpasses the baselines’ performance on t-shirt and pant
folding tasks, even when the baselines operate in the simpler
unseen cloth + seen task scenario. This highlights PolyFold’s
superior generalization capability.

2) Multi-step reasoning ability: In this experiment, each
baseline is provided only with the final goal, either as a goal
image or a language instruction, to verify whether the methods
can infer the entire sequence of actions based solely on the

PolyFold (Ours)LangDef-2ArmLangDefFoldsformer-2ArmFoldsformer
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S-Corner-Folding S-Triangle-Folding R-Edge-to-
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R-Edge-to-
Opposite-Folding

T-Sleeve-Folding T-Block-Folding P-Half-Folding P-Block-Folding

S-Corner-Folding S-Triangle-Folding R-Edge-to-
Middle-Folding

R-Edge-to-
Opposite-Folding

T-Sleeve-Folding T-Block-Folding P-Half-Folding P-Block-Folding

Fig. 8: Evaluation results of our proposed PolyFold and baselines on
multi-step tasks conducted in the unseen cloth + unseen task setting.
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final goal, rather than a series of precise subgoals. All methods
are evaluated on the 21 multi-step tasks in seen tasks, which
are seen in the training process for four baselines. The results
in TABLE III show that when provided only with a final goal,
success rates of these four baseline methods are very low,
indicating that four baselines lack sufficient inherent multi-step
reasoning abilities when given only the final goal. This limits
the application scenarios of these methods, as precise sub-
goals for each step must be provided to complete a successful
cloth folding task. In contrast, our method demonstrates strong
multi-step reasoning and planning capability, with the aid of
Large Language Models and our carefully designed hierarchi-
cal architecture.

3) Sample efficiency and scalability with random interac-
tion data: Both our method and baselines rely on supervised-
learning-based policies; however, our method is trained solely
with random interaction data, while the baselines are trained
with expert demonstration data. Here we evaluate how the per-
formance changes while the amount of training data changes.
We train FG-PnP policy of PolyFold with 2500, 5000, 10000
sets of training data and 10000 is the full dataset size as
described in Section IV-D. We train four baselines with 2500,
5000, 10000, 15000 sets of expert demonstration data, while
15000 is the full dataset size for baselines. From Fig 9 we find
that as the amount of training data increases, the metrics of
all methods become better. Remarkably, our method trained
with only 2500 random interaction data already surpasses
most of the results from the baselines trained with expert
demonstrations. This demonstrates the high sample efficiency
of our approach, which is due to the utilization of LLMs, al-
lowing the policy to focus exclusively on downstream planning
tasks, specifically the calculation of pick-and-place points, by
leveraging fold lines as useful prior knowledge rather than
requiring the model to understand the entire task from scratch.

TABLE III: Experiment results of multi-step reasoning. Each method
is provided with only the final goal instead of precise subgoals.

Method MPPE ↓ mIoU ↑ success% ↑

Foldsformer [4] 120.52 0.526 18.5
Foldsformer-2Arm 63.38 0.702 50.3
LangDef [9] 118.46 0.536 19.5
LangDef-2Arm 148.17 0.420 9.2
PolyFold (Ours) 29.65 0.847 88.4

4) Inference time: The inference speeds are presented in
Table IV. Due to the LLM’s API usage, our inference time
is significantly slower than baselines purely using local neural
networks for inference. This presents the bottleneck and lim-
itation of our algorithm. In the actual execution process, we
can perform reasoning in parallel with the reset of robot arms,
making full use of time and reducing the noticeable delay.

C. Ablation Study

A series of ablation methods are conducted to evaluate the
rationality and effectiveness of each part in PolyFold and to
answer: (1) whether the parameterized polygon model is an
appropriate abstraction of cloth states for grounding LLMs in
garment folding tasks; (2) whether the common sense reason-
ing ability of LLMs is sufficient to directly generate bimanual
pick-and-place actions in cloth folding, and if it is necessary to
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Fig. 9: Variation in method performance with varying training data
sizes and different training data types. These methods are evaluated
on the challenging multi-step tasks.

introduce the concept of a fold line as an intermediate repre-
sentation; (3) whether our proposed FG-PnP policy combining
coupled spatial action map learning with conditional pick-
point affordance score optimization outperforms pure learning-
based methods; and (4) how the performance of different
LLMs varies.

To address (1), we compare PolyFold with four ablation
methods representing different grounding approaches in fabric
manipulation, denoted as: Keypoints, Image, Keypoints + Im-
age, and Polygon Model + Image. Keypoints utilizes method
in ClothFunnels [30] to detect keypoints in the outermost
contour of the cloth, employing these anonymous keypoints
as the grounding module (which lack exact semantic meaning
and topological structure of the cloth) for LLMs. Image
uses raw RGB image of cloth as the input, with the Large
Language Models upgraded into Vision Language Models
(VLMs) to process visual input. Keypoints + Image combines
both detected keypoints and current image as inputs, while
Polygon Model + Image uses parameterized polygon model
and the image as joint multi-modal inputs. Table V shows that
Image directly using raw images performs poorly in almost all
tasks. In simpler and easily understandable task settings like
square and rectangle folding, performance differences among
methods other than Image are minimal. However, for complex
shapes like t-shirts and pants, most tasks of Keypoints fail at a
rate higher than 50% due to its lack of semantic and structural
grounding. While combining keypoints and images in VLMs
improves performance, a significant gap remains compared
to our polygon model. Furthermore, the result of Polygon
Model + Image shows a slight improvement compared to pure
Polygon Model due to image assistance; however, introducing
images in VLMs causes considerable additional token/money
costs. Therefore, considering the trade-off, we opt for the
polygon model alone, as the performance of parameterized
polygon model alone is already good enough.

To validate (2), we perform two experiments: removing the
fold line guided pick-and-place policy and replacing the fold
line generation LLM with an LLM that directly infers pick-
and-place actions. In Direct-1Arm, the LLM directly infers
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TABLE IV: Inference time (s) for each step of cloth folding.

Algorithm Baselines PolyFold (Ours)

Foldsformer [4] Foldsformer-2Arm LangDef [9] LangDef-2Arm Polygon Model Fitting LLM Inference FG-PnP Policy All

Time 0.0100 ± 0.0023 0.0109 ± 0.0025 0.0382 ± 0.0196 0.0417 ± 0.0207 0.2911 ± 0.1574 2.4130 ± 0.1398 0.0071 ± 0.0005 2.7112 ± 0.2111

All results reported are tested on the same machine with an Intel i5-12600KF CPU and an NVIDIA RTX 3070Ti GPU.

TABLE V: Quantitative results of ablation studies on the choice grounding module, usage of fold line as an intermediate representation, our
proposed FG-PnP policy, and different types of LLMs.

Method Square Rectangle T-shirt Pant

MPPE ↓ mIoU ↑ success% ↑ MPPE ↓ mIoU ↑ success% ↑ MPPE ↓ mIoU ↑ success% ↑ MPPE ↓ mIoU ↑ success% ↑
Ablation on Grounding Module
Keypoints 14.11 0.895 93.4 23.67 0.871 89.6 98.99 0.581 36.5 77.17 0.730 57.0
Image 29.96 0.822 78.8 70.20 0.705 55.9 51.90 0.742 48.2 175.57 0.503 18.5
Keypoints + Image 9.55 0.925 99.2 28.61 0.854 89.9 38.06 0.810 62.4 83.86 0.716 60.4
Polygon Model + Image 9.29 0.919 95.5 21.23 0.883 94.9 23.62 0.862 83.8 45.98 0.821 84.7
Polygon Model 16.27 0.892 95.3 22.60 0.872 90.0 22.78 0.883 86.6 50.04 0.820 79.0

Ablation on Usage of Fold Line
Direct-1Arm 10.48 0.909 97.6 38.36 0.822 59.6 32.34 0.831 71.8 109.83 0.662 24.6
Direct-2Arm 10.38 0.909 97.2 48.35 0.815 62.8 25.37 0.852 76.9 81.65 0.720 46.0
Foldline 16.27 0.892 95.3 22.60 0.872 90.0 22.78 0.883 86.6 50.04 0.820 79.0

Ablation on FG-PnP Policy
2sam 16.02 0.891 92.3 46.45 0.785 55.2 18.96 0.893 87.4 67.25 0.763 51.4
1sam 26.08 0.844 86.4 68.57 0.699 21.3 29.31 0.845 76.6 87.36 0.704 40.7
csam+caso 10.47 0.918 98.6 16.05 0.913 98.0 16.26 0.906 93.3 31.25 0.871 92.8

Ablation on Different LLMs
gpt-3.5 9.71 0.922 96.5 95.99 0.626 51.1 70.81 0.667 49.8 113.85 0.629 48.4
claude-3-opus 9.27 0.925 96.9 17.10 0.911 96.8 26.70 0.857 86.2 80.74 0.703 57.3
gemini-1.5-pro 9.32 0.925 97.1 20.16 0.904 94.8 25.57 0.867 85.5 85.75 0.691 53.6
gpt-4o 16.27 0.892 95.3 22.60 0.872 90.0 22.78 0.883 86.6 50.04 0.820 79.0

(a) Real World Experiment Setup (b) Cloth Instances Used in Experiments

Fig. 10: (a) Real world experiment setup. (b) Cloth instances used in
real-world experiments.
single-arm pick-and-place actions, while in Direct-2Arm, it
directly infers bimanual pick-and-place actions. Results in
Table V show that direct inference of pick-and-place actions
performs relatively well, even surpassing PolyFold (which
uses the fold line as an intermediate representation) in simple
square folding tasks. However, performance significantly de-
teriorates in more complex scenarios, such as folding t-shirts
and pants, where cloth shapes are more intricate. Across 70
tasks, PolyFold, which infers the intermediate representation
(fold line) and relies on the downstream FG-PnP policy for
bimanual pick-and-place action calculations, demonstrates the
most stable and superior performance. These findings indicate
that the reasoning capabilities of LLMs are insufficient for
directly generating pick-and-place actions in complex cloth
folding tasks, supporting the choice to utilize the fold line as
an intermediate representation.

For question (3), we compare our downstream FG-PnP
policy, which combines the coupled spatial action map (csam)
with conditional pick-point affordance score optimization
(caso), denoted as csam+caso, against two alternative pure
learning-based approaches: learning two spatial action maps
(2sam) for bimanual actions and learning one spatial action
map (1sam) for single-arm actions. To isolate the impact of
incorrect fold lines inferred by the LLMs, we use fold lines
annotated by the oracle demonstrator. Learning two individual
spatial action maps results in poor outcomes due to the

intricate coupling of bimanual actions, while only obtaining
single-arm actions from one spatial action map is inadequate
for complex deformable object manipulation. Our proposed
csam + caso architecture in FG-PnP policy is best suited to the
complex nature of bimanual deformable object manipulation.

To address point (4), we evaluate our proposed method
using different Large Language Models (gpt-3.5-turbo, claude-
opus, gemini-1.5-pro, gpt-4o). Results reveal that gpt-3.5-turbo
model performs really well in the square tasks but performs
poorly in other tasks. The performance of claude and gemini
model is better than gpt-3.5-turbo overall but still worse than
gpt-4o. Therefore gpt-4o is chosen as the default model.

TABLE VI: Real world experiment results of PolyFold.

Metrics\Cloth Type Square Rectangle T-shirt Pant Average

mIoU 0.793 0.795 0.916 0.816 0.827
success% 82.6 82.5 94.1 85.0 85.7

D. Real World Experiments

We utilize the ABB Yumi robot as our real-world ex-
perimental platform, with an Intel RealSense D435i camera
positioned overhead to provide a top-down view, as shown in
Fig 10. In real-world experiments, we utilize 12 different cloth
instances that vary in shapes, textures, sizes, and materials,
categorized as square, rectangle, t-shirt, and pant. Those cloth
instances are evaluated on the 70 tasks in Table I. Similar to
simulation experiments, we calculate the mIoU and success
rate metrics compared with the oracle demonstrations.

As shown in Fig 1 and Table VI, experiments on four
different cloth types across different tasks perform well,
with most results approaching those of the oracle demonstra-
tions. This demonstrates that our proposed PolyFold frame-
work can be seamlessly deployed in real-world experiments
without any need for fine-tuning or adaptation, despite the
variations in cloth shapes, textures, sizes, and materials.
Videos of real-world experiments are available on website
https://sites.google.com/view/polyfold.

https://sites.google.com/view/polyfold
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"Fold the square so that it remains a square, but 
with side lengths half of the original."

"Fold the sleeves of the t-shirt inward. However, the sleeves are too long, you cannot 
fold them inward directly as they will exceed the main body of the garment."

"Organize this t-shirt by folding it into a rectangular block in three 
steps."

"Fold the square into a shape whose area is one fourth 
of its original area. The achieved shape is a triangle." "Fold the pant into a rectangular block in two steps."
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Fig. 11: Real-world task evaluation with only ambiguous user instructions as input. A third-person front view and a top-down view of the
ABB YuMi robot execution process are shown and the orange arrow represents the pick-and-place action.

We also perform an interesting experiment using ambiguous
user language instructions to guide cloth folding tasks, as
illustrated in Fig 11. Instead of explicitly directing the robot
on specific actions, we provide instructions based on geomet-
ric features, task objectives, and general task characteristics.
Leveraging the common sense reasoning capabilities of LLMs,
our framework effectively completes these tasks on a real-
world robot. For example, when given the instruction to
organize the t-shirt by folding it into a rectangular block in
three steps, the robot infers that it should first fold the left
and right sleeves inward, followed by folding the bottom edge
upward. Using the downstream FG-PnP policy, the robot deter-
mines a sequence of appropriate pick-and-place actions. After
execution, the results align with user expectations, showcasing
the framework’s ability to interpret ambiguous instructions and
translate them into precise actions.

VI. CONCLUSIONS

In this paper we introduce PolyFold, a novel language-
conditioned bimanual cloth folding framework that features
strong zero-shot generalization, inherent multi-step reasoning
capability, and expert-demonstration-free policy learning. The
essence of PolyFold lies in the introduction of parameterized
polygon model as an efficient grounding module for LLM, the
introduction of fold line as an appropriate intermediate action
for LLM reasoning and also sample efficient self-supervised
pick-and-place policy purely trained with random data. We
believe PolyFold points out an efficient way for generalizable
deformable object manipulation.

There are limitations in our approach that require further
investigation. As shown in Fig 12, our method lacks robust
error recovery mechanisms, resulting in error propagation from
earlier folding actions to subsequent steps. Furthermore, the
approach does not include fine-grained operations for manipu-
lating specific cloth layers or performing highly precise actions
within the garment. Future work will focus on incorporating an
explicit error detection module and developing more effective
error recovery strategies. Additionally, integrating advanced

(a)

(b)

Error occurred: cloth slips out of one gripper.
After execution, our method cannot
recover from previous failure.

Overhead camera in our method doesn't
support accurate layer sensing. The
gripper only grasps top layer of the pant.

Only the top layer of the pant is
folded in half from bottom to top.

Fig. 12: Demonstration of failure cases and limitations of our
proposed method.
sensors to capture precise 3D depth information could enable
finer and more accurate operations.
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